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#### Abstract

Piecewise smooth systems are known to present a richer set of bifurcations than their smooth counterparts. An interesting family of bifurcations that is present in this type of systems are the so called boundary intersection crossing bifurcations, that take place when a periodic orbit crosses the intersection between two or more discontinuity boundaries. Such bifurcations have been observed in many different models, and have been studied in a number of papers over the past few years. Nonetheless, the particular case in which sliding solutions (as defined by Filippov) are involved, has been left out in previous analyses. This paper addresses this particular case, carrying out a complete analysis and deriving the discontinuity mappings that can be used to characterise such bifurcations. Then, in the second part of the paper, the results are applied to the study of a model of a common electronic device, showing how the mappings can be used systematically to determine the dynamics around the bifurcation.
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## 1. Introduction

When modelling phenomena from engineering, physical, social and natural sciences, one often has to deal with events that happen on a much shorter time scale than that characterising the main dynamics of the phenomenon. In these cases, a simple and quite common approach consists of recurring to a discontinuous system. In particular, a class of discontinuous systems that has been the subject of much attention in the last few decades is that of piecewise smooth systems, which have been studied by Filippov [1, 2], and more recently have been the subject of a number of publications ([3-5] to cite just a few). An autonomous, continuous-time piecewise smooth system in $\mathbb{R}^{n}$ is a finite family of ODEs of the form

$$
\begin{equation*}
\dot{x}=f^{(i)}(x), \quad x \in S_{i} \tag{1}
\end{equation*}
$$

where $S_{i}$ are open non overlapping regions of $\mathbb{R}^{n}$ separated by $(n-1)$-dimensional manifolds $\Sigma$ (called discontinuity boundaries), such that $\bigcup_{i} \bar{S}_{i}$ is the whole state space (the bar indicating the closure of a set). Vector valued functions $f^{(i)}$ are smooth in an open set containing $\bar{S}_{i}$. In the definition given by Filippov such systems can have, under conditions that are detailed in the next section, orbits that slide along a discontinuity boundary. These orbits are called sliding solutions.

It has been observed now in countless examples that the interaction of equilibria and periodic solutions of piecewise smooth systems with the discontinuity boundaries can give place to sudden changes in the dynamics of the system, and to exotic phenomena like period adding cascades and sudden transition to chaos [6-9]. These transitions, that critically involve the presence of one or more discontinuity boundaries, are commonly known as discontinuity induced bifurcations. As a consequence, a key to understanding the dynamics of piecewise smooth systems lies in predicting the set of equilibria and periodic solutions that must

[^0]exist in a neighbourhood of one of such discontinuity induced bifurcations. A first step in this direction was taken by Feigin [1012], who analysed transitions in piecewise smooth maps. In particular, he considered the behaviour of piecewise smooth linear maps continuous across the discontinuity boundary. In this case, the bifurcations of the simple period-one and -two solutions can be characterised considering the eigenvalues or the characteristic polynomials of the two maps and their iterates. For more recent publications on this subject, the reader can refer to [5,13-15]. The same approach can be applied to periodic orbits in continuoustime piecewise smooth systems, by recurring to Poincaré maps. The dynamical regimes near the bifurcation can then be predicted based on the type of discontinuity of the Poincare map [5,6,16-19]. Depending on the geometry of the interacton between the orbit and the discontinuity boundary, such Poincaré maps have been shown to be piecewise linear in some cases, so that one can apply directly Feigin's results, or to have quadratic, square root, $3 / 2$ or other types of discontinuity, in which case further analysis is necessary. In turn, while the Poincaré map depends on the global properties of the system, the discontinuity observed in the map can be derived for general cases by evaluating an appropriate discontinuity mapping, which is a local mapping defined as the "correction" that must be applied to the system trajectories in order to account for the presence of the discontinuity boundary. This approach, which is the one we follow in this paper, allows one to set aside the specific details of the studied system, and to obtain general results that depend only on the local geometry of vector fields near the discontinuity boundaries.

We study a class of discontinuity induced bifurcations that is caused by the interaction between periodic orbits and the intersection of two or more discontinuity boundaries or, equivalently, between periodic orbits and corners of the discontinuity boundaries. These bifurcations are quite common in mechanical and electrical systems with more than one source of discontinuity (and thus more than one boundary) or with nonsmooth discontinuity boundaries (i.e. boundaries composed of smooth surfaces pieced together at corners). Bifurcations involving the intersection of boundaries have been called boundary intersection crossings [5,20], while bifurcations involving corners are referred to as corner collisions [16]. For these bifurcations, a general analysis is extremely difficult, due to the great number of qualitatively different configurations, so that up to now only a very limited number of instances have been analysed, motivated by specific applications. In particular, in [16] the authors analysed particular cases of corner collision, whereas a more general instance of the problem was studied in [5], where the case of two intersecting discontinuity boundaries and four vector fields (with strong constraints on the geometry of the vector fields) was analysed. In all the examples analysed in the literature, the possibility of having sliding solutions in a neighbourhood of the boundary intersection have been excluded, even though sliding phenomena are common in piecewise smooth systems like dry friction models [21], power converters [22] or variable structure control models [23]. Therefore, it is worth extending the work done so far to include cases where sliding occurs in the neighbourhood of the boundary intersection. In what follows, we derive for the first time, the discontinuity mapping for these types of bifurcation, in the case of two intersecting boundaries, in a setting that is as general as possible without becoming overly complicated. In particular, the next section is devoted to some observations on uniqueness of solutions in the presence of boundary intersections. Then, in Section 3 we explain in more detail the concept of zero-time discontinuity mapping (ZDM) and of Poincaré discontinuity mapping (PDM) and derive the maps analytically. In Section 4 we apply the results to the analysis of a model of buck converter. Finally, in Section 5 we draw some conclusions.

## 2. Uniqueness of solutions at the intersection of discontinuity boundaries

Before proceeding, it is worth making some observations on the uniqueness of solutions at the intersection of discontinuity boundaries. We define solutions on discontinuity boundaries using Filippov convex method, which we report here briefly (for more details, see $[1,2,24]$ ).

Consider the system described in (1), and define for each point $x$, a set $F(x)$. If the point $x$ belongs to the interior of a region $S_{i}$ then the set $F(x)$ consists of one point and coincides with the value of $f^{(i)}(x)$. On the other hand, if $x$ belongs to the boundary between two or more regions $S_{i}, S_{j}, \ldots$, then $F(x)$ is the smallest closed convex set containing the limit values of $f^{(i)}\left(x^{*}\right), f^{(j)}\left(x^{*}\right), \ldots$, for $x^{*} \rightarrow x$. We can now define solutions of system (1) as solutions of the differential inclusion

$$
\begin{equation*}
\dot{x} \in F(x) \tag{2}
\end{equation*}
$$

A segment of solution is called a standard solution if it is a solution of one of the vector fields $f^{(i)}(x), x \in S_{i}$, while it is called a sliding solution if it is a solution of a sliding vector field $f^{(s)}$, convex combination of two or more vector fields $f^{(i)}$ along one or more discontinuity boundaries (see Fig. 1). Notice that, in the simple case of a single discontinuity boundary separating two regions, a sliding solution exists only if the components of the two vector fields normal to the boundary point in opposite directions. In this case, the region where sliding solutions exist is called a stable sliding region if the two vector fields point toward the boundary, and is called unstable sliding region otherwise.

As one can see, solutions of an initial value problem are not necessarily unique. In particular, at a boundary intersection there are two cases that can give rise to non-uniqueness of solutions. First, two or more inflowing vector fields (which are, roughly speaking, vector fields pointing inward in their respective regions of definition) can be defined at the boundary intersection. In this case there are as many solutions as there are inflowing vector fields. Second, the subset of $F(x)$ tangent to the boundary intersection manifold may contain more than one vector, in which case there are many (infinite) different sliding solutions along the boundary intersection manifold. In both cases, the choice of solution depends on the particular phenomenon being modeled, and the problem cannot be


Fig. 1. A sliding region is said to be stable when the vector fields $f^{(1)}$ and $f^{(2)}$ on both sides of the discontinuity boundary $\Sigma$ point toward the boundary, while it is unstable if the vector fields $f^{(1)}$ and $f^{(2)}$ point away from the boundary. The sliding vector field $f^{(s)}$ is the convex combination of $f^{(1)}$ and $f^{(2)}$ tangent to $\Sigma$.


Fig. 2. An orbit in a planar system with two discontinuity boundaries and four different vector fields.
treated in a general way. Therefore, in the rest of the paper, we carefully exclude those cases that can give rise to non-unique solutions.

## 3. Discontinuity mapping

We proceed now to defining and deriving the discontinuity mappings in a neighbourhood of the intersection of two discontinuity boundaries. In the rest of this paper, the discontinuity boundaries are called $\Sigma_{1}$ and $\Sigma_{2}$. We perform a local analysis around a point $p$, located at the intersection between $\Sigma_{1}$ and $\Sigma_{2}$, and suppose that the two boundaries intersect transversally. In a neighbourhood of $p$ the discontinuity boundaries are described by the zero sets of two smooth functions $H_{1}(x)$ and $H_{2}(x)$ with non-vanishing gradient (thus, $\Sigma_{1}$ and $\Sigma_{2}$ are locally smooth manifolds). The state space around $p$ is divided by the boundaries into four regions $S_{1} \ldots S_{4}$, corresponding to four vector fields $f^{(1)} \ldots f^{(4)}$ (see for example Fig. 2). Finally, orbits across the boundaries and sliding orbits on the boundaries are defined using Filippov convex method, as explained in the previous section.

### 3.1. The concept of discontinuity mapping

As we said in the introduction, a discontinuity mapping is a map defining the correction that must be applied to the orbits of a system in order to account for the presence of a discontinuity boundary. Considering for example the bi-dimensional case depicted in Fig. 2, call $\Phi_{i}(x, t)$ the flow of $x$ generated by vector field $f^{(i)}$. We want to write point $b$ as

$$
\begin{equation*}
b=\Phi_{3}\left(D M\left(\Phi_{1}\left(a, t_{1}\right)\right), t_{2}\right), \tag{3}
\end{equation*}
$$

where $D M$ is the discontinuity mapping. In the literature two different forms of discontinuity mapping have been proposed, useful in different situations: the Poincaré discontinuity mapping (PDM) and the zero-time discontinuity mapping (ZDM). To understand how these mappings are obtained, consider the orbit from $a$ to $b$ in Fig. 3. In order to derive the PDM (Fig. 3a), we must choose a suitable Poincaré section, which we conveniently place on the discontinuity boundary $\Sigma_{1}$. Then, $t_{1}$ is the time necessary to the trajectory $\Phi_{1}(a, t)$ to reach the Poincaré section, and the $D M$ is the mapping that must be applied to the points on this section in order for Eq. (3) to be correct. Calling $x_{0}$ the point where the trajectory intersects the Poincaré section, we can write the PDM as

$$
\mathrm{PDM}=\Phi_{s}\left(\Phi_{1}\left(x_{0}, \tau_{1}\right), \tau_{2}\right)
$$



Fig. 3. Two ways of constructing a discontinuity mapping for the case depicted in Fig. 2. In (a), the PDM is found by integrating backward from $x_{0}$ on $\Sigma_{1}$ for a time $\tau_{1}$ along the vector field $f^{(1)}$, and then forward for a time $\tau_{2}$ along the vector field $f^{(s)}$. In (b), the ZDM is constructed by integrating from a point $x_{0}$ on $\phi(a, t)$ for a time $\tau_{1}$ along the vector field $f^{(1)}$, then for a time $\tau_{2}$ along the vector field $f^{(s)}$ and finally for a time $\tau_{3}$ along the vector field $f^{(3)}$, where $\tau_{1}+\tau_{2}+\tau_{3}=0$.

Notice that $\tau_{1}$ must be negative.
In the case of the ZDM (Fig. 3b), $t_{1}$ is the time necessary for the aforementioned trajectory to come close (in some norm) to the boundary intersection. Then, the $D M$ is the mapping to be applied to $x_{0}=\Phi_{1}\left(a, t_{1}\right)$ so that Eq. (3) is correct and so that the total time $t_{1}+t_{2}$ in (3) is equal to the time necessary to go from $a$ to $b$ in the real system, taking into account all the discontinuity boundaries. In other words, in this case the mapping must preserve time. Notice that now $x_{0}$ is not bound to lie on $\Sigma_{1}$. Referring to Fig. 3b we have

$$
\mathrm{ZDM}=\Phi_{3}\left(\Phi_{s}\left(\Phi_{1}\left(x_{0}, \tau_{1}\right), \tau_{2}\right), \tau_{3}\right)
$$

with the additional constraint that $\tau_{1}+\tau_{2}+\tau_{3}=0$. Notice that, as expected, both the PDM and the ZDM have different functional forms for orbits intersecting first $\Sigma_{1}$ and then $\Sigma_{2}$ or vice versa.

### 3.2. Derivation of the discontinuity mappings

We now proceed with the derivation of the ZDM and PDM in an $n$-dimensional system, around a point $p$ located at the intersection of two discontinuity boundaries in the presence of sliding.

There are in principle 256 ways of arranging the vector fields around a boundary intersection, because on each one of the four half boundaries solutions can slide towards or away from the intersection, or can cross the boundary clockwise or counterclockwise, and this without counting the possibility of sliding along the intersection. Of these cases, 240 have at least one sliding region in the neighbourhood of the boundary intersection. Even if we cancel the cases that are topologically equivalent, through reflection and rotation, and those that involve non uniqueness of solutions, the number of possible configurations remains large. In order to keep the problem simple and to make the presentation readable, we assume that there is only one stable sliding region (and no unstable one) near the intersection, for example in the region between $S_{1}$ and $S_{2}$, and that the sliding vector field points toward the boundary intersection. The mapping for all other cases, though generally different, can be obtained with similar calculations. Supposing to have $H_{1}(x)>0$ and $H_{2}(x)>0$ for $x \in S_{1}$ (any other choice would just change the direction of the inequalities), these assumptions can be expressed by the following conditions, valid in a neighbourhood of $p$ :

$$
\begin{align*}
& \mathcal{L}_{f^{(1)}} H_{1}(x) \mathcal{L}_{f^{(4)}} H_{1}(x)>0,  \tag{4}\\
& \mathcal{L}_{f^{(2)}} H_{1}(x) \mathcal{L}_{f^{(3)}} H_{1}(x)>0,  \tag{5}\\
& \mathcal{L}_{f^{(4)}} H_{2}(x) \mathcal{L}_{f^{(3)}} H_{2}(x)>0,  \tag{6}\\
& \mathcal{L}_{f^{(1)}} H_{2}(x) \mathcal{L}_{f^{(2)}} H_{2}(x)<0,  \tag{7}\\
& \mathcal{L}_{f^{(1)}} H_{2}(x)<0,  \tag{8}\\
& \mathcal{L}_{f^{(1)}} H_{1}(x)<0,  \tag{9}\\
& \mathcal{L}_{f^{(2)}} H_{1}(x)<0, \tag{10}
\end{align*}
$$

where $\mathcal{L}_{f^{(i)}} H_{j}(x)$ is the Lie derivative of $H_{j}(x)$ with respect to $f^{(i)}(x)$, that is, the derivative of the function $H_{j}(x)$ along the vector field $f^{(i)}(x)$. Conditions (4)-(7) make sure that there is only one sliding region, condition (8) insure that the sliding region is stable, and conditions (9) and (10) make sure that sliding trajectories approach the boundary intersection manifold. Moreover, in order to exclude pathological cases, we assume that $f^{(1)} \ldots f^{(4)}$ are non vanishing. Notice that under these conditions there is one and only one inflowing vector field at each point of the boundary intersection manifold, and conditions (4), (5), (9) and (10) together insure that the set $F(x)$ in Eq. (2) has no component along the boundary intersection manifold. Therefore, solutions starting on


Fig. 4. Sketch of the geometry of the state space in case I and case II.


Fig. 5. Construction of the PDM in case I, see text for details.
the boundary intersection manifold are unique in forward time. In order to proceed with the analysis we suppose that the trajectory starts from a point $a$ in $S_{1}$, and we distinguish between the two following cases (as depicted in Fig. 4):
I $\mathcal{L}_{f^{(4)}} H_{2}(x)>0$,
II $\mathcal{L}_{f^{(4)}} H_{2}(x)<0$.
Notice that the vector fields in the two cases are indeed equivalent under reflection through $\Sigma_{2}$, and we could as well consider just one configuration, with point $a$ being in $S_{1}$ for case I and in $S_{2}$ for case II.

The subsequent analysis is carried out in the general $n$-dimensional case.

## Case I

## Derivation of the PDM

We start by deriving the PDM for case I. As explained previously, we place the Poincare section on the discontinuity boundary $\Sigma_{1}$. Conditions (4) and (5) ensure that all orbits cross this section transversally. In Fig. 5 two orbits are represented crossing the Poincaré section in a neighbourhood of $p: \Phi(a, t)$, that crosses the Poincaré section without intersecting the sliding region on $\Sigma_{2}$, and $\Phi\left(a^{\prime}, t\right)$, that intersects the sliding region. Clearly, no correction must be applied to orbit $\Phi(a, t)$ (and to any orbit such that $H_{2}\left(x_{0}\right)>0$ ), for which the PDM is the identity. In the case of orbit $\Phi\left(a^{\prime}, t\right)$ (and any orbit such that $\left.H_{2}\left(x_{0}\right)<0\right)$ instead we must find the map from $x_{0}$ to $x_{2}$, as shown in Fig. 5b. This requires integrating the vector field $f^{(1)}$ backward in time from $x_{0}$ to $x_{1}$, and then integrating the sliding vector field $f^{(s)}$ forward in time from $x_{1}$ to $x_{2}$.

We have

$$
\begin{aligned}
& x_{2}=\Phi_{s}\left(\Phi_{1}\left(x_{0}, \tau_{1}\right), \tau_{2}\right) \\
& H_{2}\left(x_{1}\right)=H_{2}\left(\Phi_{1}\left(x_{0}, \tau_{1}\right)\right)=0, \\
& H_{1}\left(x_{2}\right)=H_{1}\left(\Phi_{s}\left(\Phi_{1}\left(x_{0}, \tau_{1}\right)\right), \tau_{2}\right)=0 .
\end{aligned}
$$

If $x_{0}$ is sufficiently close to $p$, meaning that $\left\|x_{0}-p\right\| \ll 1$, we can suppose that both $\tau_{1}$ and $\tau_{2}$ are short, and do a first order expansion around $\tau_{1}=\tau_{2}=0$ of the previous equations, giving

$$
\begin{align*}
& x_{2}=x_{0}+f^{(1)}\left(x_{0}\right) \tau_{1}+f^{(s)}\left(x_{0}\right) \tau_{2}+O(2)  \tag{11}\\
& H_{2}\left(x_{0}\right)+\mathcal{L}_{f^{(1)}} H_{2}\left(x_{0}\right) \tau_{1}+O(2)=0  \tag{12}\\
& H_{1}\left(x_{0}\right)+\mathcal{L}_{f^{(1)}} H_{1}\left(x_{0}\right) \tau_{1}+\mathcal{L}_{f^{(s)}} H_{1}\left(x_{0}\right) \tau_{2}+O(2)=0 \tag{13}
\end{align*}
$$



Fig. 6. Construction of the ZDM in case I, see text for details.
where $O(2)$ are quadratic terms in $\tau_{1}$ and $\tau_{2}$ and cross products $\tau_{1} \tau_{2}$. Notice that $H_{1}\left(x_{0}\right)=0$. Conditions (8)-(10) allow us to solve (12) and (13) for $\tau_{1}$ and $\tau_{2}$. Then substituting $\tau_{1}$ and $\tau_{2}$ in (11) and getting rid of the higher order terms we obtain the first order expansion of the mapping

$$
x_{2}= \begin{cases}x_{0}, & H_{2}\left(x_{0}\right) \geq 0 \\ x_{0}-f^{(1)}\left(\frac{H_{2}}{\mathcal{L}_{f^{(1)}} H_{2}}\right)+f^{(s)}\left(\frac{\mathcal{L}_{f^{(1)}} H_{1}}{\mathcal{L}_{f^{(s)}} H_{1}} \frac{H_{2}}{\mathcal{L}_{f^{(1)}} H_{2}}\right), & H_{2}\left(x_{0}\right)<0\end{cases}
$$

Here, for sake of clarity, we have omitted to write the dependence of $H_{i}$ and $f^{(i)}$ on $x$, keeping in mind that all quantities must be evaluated at $x_{0}$. As one can see, this mapping is continuous across the surface $H_{2}(x)=0$. We can linearise the mapping around $p$, substituting $\delta x=x_{0}-p$, and obtain the following piecewise linear continuous mapping

$$
\delta x_{2}= \begin{cases}\delta x_{0}, & H_{2}\left(x_{0}\right) \geq 0  \tag{14}\\
\left(I-\frac{\left(H_{1 x}^{T} f^{(s)}\right) f^{(1)} H_{2 x}^{T}-\left(H_{1 x}^{T} f^{(1)}\right) f^{(s)} H_{2 x}^{T}}{\left.H_{1 x}^{T} f^{(s)} H_{2 x}^{T} f^{(1)}\right) \delta x_{0},} \begin{array}{ll}
H_{2}\left(x_{0}\right)<0
\end{array}\right.\end{cases}
$$

where $H_{i x}$ is the gradient of $H_{i}$, and all $H_{i}$ and $f^{(i)}$ are evaluated at $p$. Notice that the above Jacobian is singular in the case $H_{2}\left(x_{0}\right)<0$, with the null vector

$$
f^{(1)}-f^{(s)} \frac{H_{1 x}^{T} f^{(1)}}{H_{1 x}^{T} f^{(s)}}
$$

This is a general consequence of the presence of a sliding region (and it is true in all following mappings), as sliding solutions are not unique backward in time. Thus, we have shown that the local expression for this discontinuity mapping is piecewise linear and dimension reducing in presence of sliding. Note that Kowalczyk [25] (see also [5]), analysed the dynamics of such maps, showing that they can undergo transitions to robust chaotic attractors that (in two dimensions) lie on segments.

## Derivation of the ZDM

With similar algebra, we can derive the ZDM for case I. In this case, as noticed before, $x_{0}$ does not have to lie on $\Sigma_{1}$. Therefore, in order to distinguish between trajectories crossing $\Sigma_{1}$ above or below $\Sigma_{2}$, we consider the point $x_{\Sigma}$ located at the first intersection of the trajectory with $\Sigma_{1}$, as shown in Fig. 6. In this case the mapping is (see the Appendix for details)

$$
x_{3}= \begin{cases}x_{0}+\left(f^{(4)}-f^{(1)}\right)\left(\frac{H_{1}}{\mathcal{L}_{f^{(1)}} H_{1}}\right), & H_{2}\left(x_{\Sigma}\right)>0 \\ x_{0}+\left(f^{(4)}-f^{(1)}\right)\left(\frac{H_{2}}{\mathcal{L}_{f^{(1)}} H_{2}}\right)+\left(f^{(s)}-f^{(4)}\right)\left(\frac{H_{2} \mathcal{L}_{f^{(1)}} H_{1}-H_{1} \mathcal{L}_{f^{(1)}} H_{2}}{\mathcal{L}_{f^{(s)}} H_{1} \mathcal{L}_{f^{(1)}} H_{2}}\right), & H_{2}\left(x_{\Sigma}\right)<0\end{cases}
$$

Once again, linearising about $p$ we obtain

$$
\delta x_{3}= \begin{cases}\left(I+\left(f^{(4)}-f^{(1)}\right)\left(\frac{H_{1 x}^{T}}{H_{1 x}^{T} f^{(1)}}\right)\right) \delta x_{0}, & H_{2}\left(x_{\Sigma}\right)>0 \\ \left(I+\left(f^{(4)}-f^{(1)}\right)\left(\frac{H_{2 x}^{T}}{H_{2 x}^{T} f^{(1)}}\right)+\left(f^{(s)}-f^{(4)}\right)\left(\frac{\left(H_{1 x}^{T} f^{(1)}\right) H_{2 x}^{T}-\left(H_{2 x}^{T} f^{(1)}\right) H_{1 x}^{T}}{H_{1 x}^{T} f^{(s)} H_{2 x}^{T} f^{(1)}}\right)\right) \delta x_{0}, & H_{2}\left(x_{\Sigma}\right)<0 .\end{cases}
$$



Fig. 7. Construction of the PDM in case II, see text for details.


Fig. 8. Construction of the ZDM in case II, see text for details.
Case II.
In this case, the mappings for $H_{2}\left(x_{0}\right)<0$ and $H_{2}\left(x_{\Sigma}\right)<0$ have the same form of those presented before, with the only difference that in the ZDM vector field $f^{(4)}$ must be substituted with vector field $f^{(3)}$ at every appearance. On the other hand, the mappings for $H_{2}\left(x_{0}\right)>0$ and $H_{2}\left(x_{\Sigma}\right)>0$ are now different due to the different sequence of events for such trajectories. The steps are, once again, similar to those used for the derivation of the PDM in case I, and we relegate the details to the Appendix.

## Derivation of the PDM

The PDM for case II, represented in Fig. 7, is

$$
x_{2}= \begin{cases}x_{0}-f^{(4)} \frac{H_{2}}{\mathcal{L}_{f^{(4)}} H_{2}}-f^{(3)} \frac{\mathcal{L}_{f^{(4)}} H_{1}}{\mathcal{L}_{f^{(s)}} H_{1}} \frac{H_{2}}{\mathcal{L}_{f^{(4)}} H_{2}}, & H_{2}\left(x_{0}\right)>0 \\ x_{0}-f^{(1)}\left(\frac{H_{2}}{\mathcal{L}_{f^{(1)}} H_{2}}\right)+f^{(s)}\left(\frac{\mathcal{L}_{f^{(1)}} H_{1}}{\mathcal{L}_{f^{(s)}} H_{1}} \frac{H_{2}}{\mathcal{L}_{f^{(1)}} H_{2}}\right), & H_{2}\left(x_{0}\right)<0\end{cases}
$$

which can be linearised to obtain

$$
\delta x_{2}= \begin{cases}\left(I-f^{(4)} \frac{H_{2 x}^{T}}{H_{2 x}^{T} f^{(4)}}-f^{(3)} \frac{H_{1 x}^{T} f^{(4)}}{H_{1 x}^{T} f^{(s)}} \frac{H_{2 x}^{T}}{H_{2 x}^{T} f^{(4)}}\right) \delta x_{0}, & H_{2}\left(x_{0}\right)>0, \\ \left(I-f^{(1)}\left(\frac{H_{2 x}^{T}}{H_{2 x}^{T} f^{(1)}}\right)+f^{(s)}\left(\frac{H_{1 x}^{T} f^{(1)}}{H_{1 x}^{T} f^{(s)}} \frac{H_{2 x}^{T}}{H_{2 x}^{T} f^{(1)}}\right)\right) \delta x_{0}, & H_{2}\left(x_{0}\right)<0 .\end{cases}
$$

## Derivation of the ZDM

The ZDM (Fig. 8), is instead

$$
x_{3}= \begin{cases}x_{0}+\left(f^{(4)}-f^{(1)}\right) \frac{H_{2}}{\mathcal{L}_{f^{(1)}} H_{2}}, & H_{2}\left(x_{\Sigma}\right)>0, \\ x_{0}+\left(f^{(3)}-f^{(1)}\right)\left(\frac{H_{2}}{\mathcal{L}_{f^{(1)}} H_{2}}\right)+\left(f^{(s)}-f^{(3)}\right)\left(\frac{H_{2} \mathcal{L}_{f^{(1)}} H_{1}-H_{1} \mathcal{L}_{f^{(1)}} H_{2}}{\mathcal{L}_{f^{(s)}} H_{1} \mathcal{L}_{f^{(1)}} H_{2}}\right), & H_{2}\left(x_{\Sigma}\right)<0,\end{cases}
$$



Fig. 9. Schematic diagram of the buck converter.


Fig. 10. The sawtooth reference voltage signal $V_{r}$.
which can be linearised to obtain

$$
\delta x_{3}= \begin{cases}\left(I+\left(f^{(4)}-f^{(1)}\right) \frac{H_{2 x}^{T}}{H_{2 x}^{T} f^{(1)}}\right) \delta x_{0}, & H_{2}\left(x_{\Sigma}\right)>0 \\ \left(I+\left(f^{(3)}-f^{(1)}\right)\left(\frac{H_{2 x}^{T}}{H_{2 x}^{T} f^{(1)}}\right)+\left(f^{(s)}-f^{(3)}\right)\left(\frac{H_{1 x}^{T} f^{(1)} H_{2 x}^{T}-H_{2 x}^{T} f^{(1)} H_{1 x}^{T}}{H_{1 x}^{T} f^{(s)} H_{2 x}^{T} f^{(1)}}\right)\right) \delta x_{0}, & H_{2}\left(x_{\Sigma}\right)<0\end{cases}
$$

This completes the set of discontinuity mappings for the case under study.

## 4. Application to a Buck converter

Here we apply the results obtained in the previous section to the analysis of a boundary intersection crossing bifurcation in a model of the buck converter, a type of DC/DC step-down conversion circuit. This is a common component of modern commercial electronics, such as power supplies for laptop computers and similar products, owing to its high energy efficiency. Nonsmooth bifurcations have already been treated in the past for this type of circuit, both through extensive numerical exploration of the parameter space $[26,27]$ and with analytical methods $[16,22]$. However, no analytical approach to boundary intersections in presence of sliding have been undertaken so far.

The basic circuit is shown in Fig. 9. In the most popular implementation, called pulse width modulation (PWM), the duty cycle of the switch is controlled by some external logic, and in general the switch is opened or closed based on the comparison between the output voltage $V_{c}$ and a periodic signal $V_{r}$ of period $T$. In this paper, in accordance with a number of previous studies, we suppose that $V_{r}$ is an inverse sawtooth, as represented in Fig. 10. The average value of the sawtooth signal is $V_{a v}$ and its peak to peak amplitude is $V_{a m p}$. Overall the circuit can be described by the following equations:

$$
\begin{aligned}
& \dot{V}_{c}=-\frac{V_{c}}{R_{c} C}+\frac{I_{l}}{C}, \\
& \dot{I}_{l}= \begin{cases}-\frac{V_{c}}{L}-\frac{R_{s} I_{l}}{L}, & V_{c}>V_{r}, I_{l}>0 \\
0, & V_{c}>V_{r}, I_{l}=0 \\
-\frac{V_{c}}{L}-\frac{R_{s} I_{l}}{L}+\frac{V_{i n}}{L}, & V_{c}<V_{r}\end{cases}
\end{aligned}
$$

Here $L$ and $R_{s}$ are the inductance and its equivalent series resistance, $C$ is the capacitance, $R_{C}$ is the load resistance and $V_{i n}$ is the input voltage. The circuit thus operates in three different topologies, corresponding to three vector fields (see Fig. 13 for a sketch of the state space):

$$
f^{(1)} \quad \text { when } V_{c}>V_{r}, I_{l}>0,
$$



Fig. 11. Bifurcation plots in $V_{a v}$ of the buck converter for two sets of parameters. In (a), $V_{a m p}=5.6$ and the bifurcation takes place at $V_{a v}=8.67$. In (b), $V_{a m p}=8$ and the bifurcation takes place at $V_{a v}=8.568$. The other parameters are the same for the two examples and have the following values: $R_{S}=4.35$, $R_{C}=163, T=4.234 e-4, V_{i n}=20, L=20 e-3, C=4.7 e-6$.


Fig. 12. The bifurcating orbit (a) in the $\left(V_{c}, I_{l}\right)$ plane and (b) in the $\left(t, V_{c}\right)$ plane. In (b) the sawtooth signal $V_{r}$ is also represented. Notice that the orbit crosses the boundary intersection at point $a$.


Fig. 13. Sketch of the orbit depicted in Fig. 11 nar the boundary intersection.

$$
\begin{array}{ll}
f^{(s)} & \text { when } V_{c}>V_{r}, I_{l}=0, \\
f^{(2)} & \text { when } V_{c}<V_{r}
\end{array}
$$

First of all, in order to make the system autonomous, we must extend the state $\left(V_{c}, I_{l}\right)$ to include the phase of the $T$-periodic sawtooth signal. We therefore deal with a three dimensional cylindrical state space with state $\left(V_{c}, I_{l}, \theta\right) \in \mathbb{R}^{2} \times \mathbb{R} / \mathbb{Z} T$. Notice that the behaviour of the circuit in this model is not defined when $V_{c}>V_{r}$ and $I_{l}<0$. Nevertheless, this region of the state space is not reachable from its complementary region, therefore we are free to choose any vector field as long as it is consistent with the sliding vector field $f^{(s)}$ on the boundary $I_{l}=0$.

We can now move on to the analysis of a bifurcation involving the intersection between the boundaries $I_{l}=0$ and $V_{c}=V_{r}$. Consider the system corresponding to Fig. 11a, in which we have plotted the local maxima along the $I_{l}$ axis of a periodic attractor. At the critical value $V_{a v}=8.67$ the attractor undergoes a boundary intersection crossing bifurcation that causes a period doubling, as one can see in the figure. The orbit at the bifurcation point is plotted in Fig. 12, while Fig. 13 sketches the geometry of the
state space in a neighbourhood of the boundary intersection crossing point. Notice that a similar bifurcation is found for periodic orbits hitting a corner of the sawtooth signal, if a combination of $V_{c}$ and $I_{l}$ is used as triggering value to compare with $V_{r}$. As one can see, the configuration of the vector fields corresponds to case I treated in the previous section. We know that the discontinuity mapping for a periodic orbit passing through this intersection is piecewise linear to leading order, therefore we can characterise the bifurcation using Feigin's approach by checking the eigenvalues of the linearised Poincare map in a neighbourhood of the bifurcating orbit. The reader can refer to the abundant literature on the subject $[5,6,16,17,19,28]$ for details on this matter, while here we simply report the few details needed in this particular case. Consider the two sets of eigenvalues of the map immediately before and after the bifurcation. We expect the periodic orbit to exist on both sides of the bifurcation if the total number of real eigenvalues bigger than 1 is even, while the orbit exists only on one side if this number is odd. At the same time, we expect a solution with double period to originate at the bifurcation if the total number of real eigenvalues smaller than -1 is odd.

In order to find the linearised Poincaré map, we choose to use the linearised PDM (14), placing the Poincaré section on the discontinuity boundary $V_{c}=V_{r}$. The eigenvalues of the linearised Poincaré map, equal to the non-trivial Floquet multipliers of the cycle (from here on just called "multipliers"), can be found by evaluating the monodromy matrix of the cycle, given by the product

$$
M=P D M \cdot M_{2} \cdot S \cdot M_{1},
$$

where $M_{1}$ and $M_{2}$ are the principal fundamental solution matrices along segments $[a, b]$ and $[b, a]$ in Fig. 12, $P D M$ is the linearised Poincaré discontinuity mapping (14), and $S$ is the saltation matrix giving the necessary correction at point $b$, which was first described in [29]. Its analytical form is

$$
S=I+\left(f^{(2)}-f^{(1)}\right) \frac{H_{1 x}^{T}}{H_{1 x}^{T} f^{(1)}}
$$

By numerically evaluating $M$ for the bifurcating cycle, we find that the multipliers are

$$
-1.1147 \text { and }-0.4705
$$

for an orbit not intersecting the boundary $I_{l}=0$, and

$$
-0.8962 \text { and } 0
$$

for an orbit that intersects the boundary $I_{l}=0$. Notice that in the second case one multiplier is equal to zero, due to the non invertibility of the map. The total number of multipliers smaller than -1 being odd, we can correctly conclude that at the bifurcation a solution of double period is born (see Fig. 11a). Moreover, as the total number of real multipliers bigger than 1 is even (always 0 ), the "period one" solution must exist on both sides of the bifurcation (and we see from the multipliers that it is unstable on one side). A similar analysis for the twice iterated map would finally allow us to conclude that the double period solution exists for $V_{a v}>8.67$. Much in the same way, we can evaluate the multipliers of the bifurcating orbit in the example corresponding to Fig. 11b. In this case the multipliers are

$$
-0.6179+0.3777 \mathrm{i} \text { and }-0.6179-0.3777 \mathrm{i}
$$

for an orbit not intersecting the boundary $I_{l}=0$, and
-0.7246 and 0
for an orbit that intersects the boundary $I_{l}=0$. This time, the total number of real multipliers smaller than -1 is zero, therefore we expect no period doubling, as confirmed by the plot in Fig. 11b.

By repeating this analysis along a bifurcation line we could detect, when one real multiplier crosses the unit circle, points of higher codimension where the bifurcation changes characteristics. These are branching points of the bifurcation diagram, and certainly deserve further attention as they allow us to understand the complex interplay of the different bifurcations that can appear in a discontinuous system. Some studies on these codimension 2 points have been carried out in [20], and a more detailed analysis for the example of the buck converter will be included in a future paper.

## 5. Conclusions

In the first part of this paper we derived the discontinuity mappings for a boundary intersection crossing bifurcation in the presence of sliding. This extends the analysis done in the past to piecewise smooth systems with sliding, thus filling a gap in the theory of discontinuity induced bifurcations. In the analysis we made a few restrictive assumptions, that do not undermine the applicability of the results. However, the analysis presented does not exhaust the set of possibly interesting scenarios, like cases where more than one sliding segment is present in a neighbourhood of the boundary intersection, and a more general approach is currently under development. Moreover, in this paper we did not attempt to analyse the behaviour of this bifurcation in combination
with other smooth or nonsmooth bifurcations. A correct understanding of the unfolding of these higher codimension cases would be a useful tool in the analysis of discontinuous systems.

In the second part, we presented an example application of the theoretical results to the analysis of bifurcations of a buck converter, which is a common electronic circuit. The example aimed mainly to clarify how the newly derived mapping can be used. Nevertheless, as pointed out in the paper, this approach can be easily implemented in bifurcation analysis software, allowing one to systematically characterise discontinuity induced bifurcations, and to detect bifurcations of higher codimension, thus constituting a key tool for the analysis of bifurcations in discontinuous systems.

## Acknowledgements

The author would like to thank Alan Champneys for his useful comments on an early revision of this manuscript. He also acknowledges the Centre de Recerca Matemática, Bellaterra, Spain, for hospitality during the preparation of the manuscript. Financial support was partially provided by MIUR under project PRIN2005-098133.

## Appendix

In the following paragraphs we report the details of the derivation of the discontinuity mapping that have been left out in the text. In the discontinuity mappings reported here, we omit the explicit dependence of $f^{(i)}$ and $H_{i}$ on $x$, keeping in mind that all quantities must be evalueated at $x_{0}$.

## A.1. Case I, ZDM, $H_{2}\left(x_{\Sigma}\right)>0$

We have,

$$
\begin{aligned}
& x_{2}=\Phi_{4}\left(\Phi_{1}\left(x_{0}, \tau_{1}\right), \tau_{2}\right) \\
& H_{1}\left(x_{1}\right)=H_{1}\left(\Phi_{1}\left(x_{0}, \tau_{1}\right)\right)=0 \\
& \tau_{1}+\tau_{2}=0
\end{aligned}
$$

Expanding about $\tau_{1}=0$, we obtain

$$
\begin{aligned}
& x_{2}=x_{0}+f^{(1)}\left(x_{0}\right) \tau_{1}+f^{(4)}\left(x_{0}\right) \tau_{2}+O(2) \\
& H_{1}\left(x_{0}\right)+\mathcal{L}_{f^{(1)}} H_{1}\left(x_{0}\right) \tau_{1}=0 \\
& \tau_{1}=-\tau_{2}
\end{aligned}
$$

Hence,

$$
x_{2}=x_{0}+\left(f^{(4)}-f^{(1)}\right) \frac{H_{1}}{\mathcal{L}_{f^{(1)}} H_{1}}
$$

## A.2. Case I, $Z D M, H_{2}\left(x_{\Sigma}\right)<0$

We have,

$$
\begin{aligned}
& x_{3}=\Phi_{4}\left(\Phi_{s}\left(\Phi_{1}\left(x_{0}, \tau_{1}\right), \tau_{2}\right), \tau_{3}\right), \\
& H_{2}\left(x_{1}\right)=H_{2}\left(\Phi_{1}\left(x_{0}, \tau_{1}\right)\right)=0, \\
& H_{1}\left(x_{2}\right)=H_{1}\left(\Phi_{s}\left(\Phi_{1}\left(x_{0}, \tau_{1}\right)\right), \tau_{2}\right)=0, \\
& \tau_{1}+\tau_{2}+\tau_{3}=0
\end{aligned}
$$

Expanding about $\tau_{1}=\tau_{2}=0$, we obtain

$$
\begin{aligned}
& x_{3}=x_{0}+f^{(1)}\left(x_{0}\right) \tau_{1}+f^{(s)}\left(x_{0}\right) \tau_{2}+f^{(4)}\left(x_{0}\right) \tau_{3}+O(2) \\
& H_{2}\left(x_{0}\right)+\mathcal{L}_{f^{(1)}} H_{2}\left(x_{0}\right) \tau_{1}+O(2)=0 \\
& H_{1}\left(x_{0}\right)+\mathcal{L}_{f^{(s)}} H_{1}\left(x_{0}\right) \tau_{2}+\mathcal{L}_{f^{(1)}} H_{1}\left(x_{0}\right) \tau_{1}+O(2)=0 \\
& \tau_{3}=-\tau_{1}-\tau_{2}
\end{aligned}
$$

Hence,

$$
x_{3}=x_{0}+\left(f^{(4)}-f^{(1)}\right) \frac{H_{2}}{\mathcal{L}_{f^{(1)}} H_{2}}+\left(f^{(s)}-f^{(4)}\right) \frac{H_{2} \mathcal{L}_{f^{(1)}} H_{1}-H_{1} \mathcal{L}_{f^{(1)}} H_{2}}{\mathcal{L}_{f^{(s)}} H_{1} \mathcal{L}_{f^{(1)}} H_{2}}
$$

## A.3. Case II, PDM, $H_{2}\left(x_{0}\right)>0$

We have,

$$
\begin{aligned}
& x_{2}=\Phi_{3}\left(\Phi_{4}\left(x_{0}, \tau_{1}\right), \tau_{2}\right) \\
& H_{2}\left(x_{1}\right)=H_{2}\left(\Phi_{4}\left(x_{0}, \tau_{1}\right)\right)=0, \\
& H_{1}\left(x_{2}\right)=H_{1}\left(\Phi_{3}\left(\Phi_{4}\left(x_{0}, \tau_{1}\right)\right), \tau_{2}\right)=0
\end{aligned}
$$

Expanding about $\tau_{1}=0$, we obtain

$$
\begin{aligned}
& x_{2}=x_{0}+f^{(4)}\left(x_{0}\right) \tau_{1}+f^{(3)}\left(x_{0}\right) \tau_{2}+O(2) \\
& H_{2}\left(x_{0}\right)+\mathcal{L}_{f^{(4)}} H_{2}\left(x_{0}\right) \tau_{1}+O(2)=0 \\
& H_{1}\left(x_{0}\right)+\mathcal{L}_{f^{(4)}} H_{1}\left(x_{0}\right) \tau_{1}+\mathcal{L}_{f^{(3)}} H_{1}\left(x_{0}\right) \tau_{2}+O(2)=0
\end{aligned}
$$

with $H_{1}\left(x_{0}\right)=0$. Hence,

$$
x_{2}=x_{0}-f^{(4)} \frac{H_{2}}{\mathcal{L}_{f^{(4)}} H_{2}}-f^{(3)} \frac{\mathcal{L}_{f^{(4)}} H_{1}}{\mathcal{L}_{f^{(s)}} H_{1}} \frac{H_{2}}{\mathcal{L}_{f^{(4)}} H_{2}}
$$

A.4. Case II, $Z D M, H_{2}\left(x_{\Sigma}\right)>0$

We have,

$$
\begin{aligned}
& x_{2}=\Phi_{4}\left(\Phi_{1}\left(x_{0}, \tau_{1}\right), \tau_{2}\right), \\
& H_{2}\left(x_{1}\right)=H_{2}\left(\Phi_{1}\left(x_{0}, \tau_{1}\right)\right)=0, \\
& \tau_{1}+\tau_{2}=0 .
\end{aligned}
$$

Expanding about $\tau_{1}=0$, we obtain

$$
\begin{aligned}
& x_{2}=x_{0}+f^{(1)}\left(x_{0}\right) \tau_{1}+f^{(4)}\left(x_{0}\right) \tau_{2}+O(2), \\
& H_{2}\left(x_{0}\right)+\mathcal{L}_{f^{(1)}} H_{2}\left(x_{0}\right) \tau_{1}+O(2)=0, \\
& \tau_{2}=-\tau_{1} .
\end{aligned}
$$

Hence,

$$
x_{2}=x_{0}+\left(f^{(4)}-f^{(1)}\right) \frac{H_{2}}{\mathcal{L}_{f^{(1)}} H_{2}} .
$$
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